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Tevatron  



Typical methods 

•  Cut-based event counting 

•  Peak in a characteristic distribution 









   How to improve upon   

        Event Counting  

                And  

         Bump Hunting ? 









Bayesian Limit 

•  In case of more than one variable, this is not possible anymore 
–  Not enough MC statistics to compute an multi-dimensional 

likelihood 
–  Histogram data in M bins in each of the d feature variables 

•  Md  bins   
–  In high dimensions, we would either require a huge number 

of data points or most of the bins would be empty leading 
to an estimated density of zero.  

•  Curse of dimensionality 











Decision Trees 

•  Machine-learning technique, widely used in the social 
sciences 

•  Idea: recover events that fail criteria in cut-based analysis 





Repeat recursively on each node 
Stop (terminate at leaf) when improvement stops or when too few events left 



Decision tree output for each event = leaf purity 
Closer to 1 for signal and closer to 0 for background 





Boosted Decision Trees 









Neural Networks 

•  The activity of the input units represents the raw info that is fed into the network. 
•  The activity of each hidden unit is determined by the activities of the input units and  
the weights on the connections between the input and the hidden units. 
•  The behavior of the output units depends on the activity of the hidden units and the  
weights between the hidden and output units. 











Matrix Element Analysis 


















